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Abstract
Several approaches for surface-sensitive conductance measurements are reviewed. Particular
emphasis is placed on nanoscale multi-point probe techniques. The results for two model
systems, which have given rise to some dispute, are discussed in detail: Si(111)(7 × 7) and
(
√

3 × √
3)Ag–Si(111). Other recent examples are also given, such as phase transitions in

quasi-one-dimensional structures on semiconductor surfaces and the surface sheet conductivity
of Bi(111), the surface of a semimetal.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

The conductivity of a solid is one of its most basic physical
properties. Its value and temperature dependence are
often used to classify solids as metals, semiconductors and
insulators. Conductivity changes frequently herald interesting
effects such as superconductivity, charge density waves and
magnetoresistance. Despite its paramount importance to
bulk solid state physics, relatively little is known about the
conductivity of surfaces, mostly due to the experimental
difficulties associated with the measurement.

There are good reasons to believe that electric transport
on surfaces is interesting. First of all, many surfaces support
localized electronic states, which could cause the surface
electronic properties to be different from those of the bulk.
Moreover, the two-dimensional character of these electronic
surface states offers a good experimental opportunity to study
transport in a two-dimensional system. Finally, the surface of a
solid is easy to modify, for example by adsorbing self-ordering
layers of atoms or (organic) molecules. This opens virtually
infinite possibilities to construct a structure with the desired
properties for conduction, sensing, switching and so on.

If the surface of a solid has different electronic properties
from the bulk, this leads to a simple picture for the current
flow near the surface. The entire system can be thought of as a
two-dimensional sheet, with a certain (surface) conductivity,
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and the underlying semi-infinite bulk, which has a different
conductivity. If two contacts are attached to the surface, the
current path between them mainly depends on two quantities:
the ratio of bulk to surface conductivity and the distance
between the contacts. If the contact distance is large, the
current will spread out deeply into the bulk and the surface
sensitivity of the measurement will be minimal. The same
problem will arise if the bulk is much more conductive than the
surface. As we shall see, surface sensitivity can currently only
be achieved when using very small contact spacings on poorly
conducting bulk samples (e.g. on semiconductors). Even then,
it can be difficult to extract the surface conductivity from the
measured conductance, which contains both surface and bulk
contributions.

In practice, it turns out that surface-sensitive conductance
measurements are frequently performed with four contacts
to the surface, not two. The reason for this is the same
as in the case of bulk conductance measurements. When
only two contacts are used, the measured resistance contains
contributions from the probes and the contacts, which can be
large and non-ohmic. This problem is solved by using four
contacts, two to supply the current and two to measure the
voltage drop without draining any current. However, the above
consideration for contact spacings applies for four contacts as
well as for two contacts: in order to achieve surface sensitivity,
the contact spacing has to be very small in most cases.

The development of conductance probes with ever smaller
contact distances also opens the possibility for conductance
measurements on micro- or nanoscale structures such as
nanowires, nanotubes or other artificially constructed devices.
To this end, a nanoscale conductance probe has to be combined
with a microscopic technique, such as a scanning electron
microscope.

In this paper, we will review the short history of surface
and nanoscale conductance measurements. We will present
different techniques which can be used and we will discuss
a number of cases, starting from conduction through simple,
clean surfaces to adsorbed layers and thin films. Before turning
to surface conductivity, we briefly address two fundamental
issues. The first is why one can expect surface conductivity
to be interesting and the second is the conceptual difficulties
associated with measuring it.

2. Surface electronic properties

2.1. Clean and adsorbate-covered surfaces: prospects for
conductance measurements

In this section, we briefly describe the surface electronic
properties of different systems and discuss their potential
interest for surface conductance measurements. We also
clarify what we mean by a surface being ‘metallic’ or
‘semiconducting’ and we discuss what can be expected for the
conductance of semiconductor surfaces.

Even for clean, unreconstructed metal surfaces, the surface
electronic properties can be quite different from those of
the bulk and one should therefore also expect the transport
properties to be different. The simplest and oldest examples are
the free-electron-like electronic surface states on the surfaces

of simple and noble metals [1–11], which are caused by the
termination of the bulk. Being found on the surfaces of very
good bulk conductors, there can be little hope to directly
measure conductance through these surface states (see later
sections), but, on the other hand, there is no question that
these surfaces as such can be termed ‘metallic’ in the sense
of supporting surface states with a well defined Fermi contour.

A more recent example of clearly metallic surface states
is the surfaces of bismuth, a semimetal [12–15]. Due to the
relatively low density of bulk carriers in Bi and the high density
of surface states, a direct measurement of transport though
them could be achievable. We return to this case later.

The adsorption of molecules or thin metal films on a metal
surface can have a pronounced impact on the surface electronic
structure. It can change the surface states already present [16]
and it can induce new states caused by the adsorbates [17–19]
or quantum well states [20, 21]. The properties of thin
metal films on metals can be particularly interesting because
of the question of whether these films behave as metals or
semiconductors [22, 23]. Again, a direct measurement of the
conductance through adsorbates or ultra-thin metal layers on
the surface of a well conducting metal surface is not practical
at present, and these systems will not therefore be discussed in
any further detail here.

The clean or adsorbate-covered surfaces of semiconduc-
tors and insulators are more promising candidates for a direct
measurement of surface conductance due to the poor conduc-
tion through the bulk. In fact, all but one of the examples de-
scribed in the later sections of this paper refer to the surfaces of
semiconductors. If we suppose for a moment that the conduc-
tion though the bulk semiconductor can be totally neglected
(for a detailed discussion of this problematic assumption see
the end of this section), what to expect for the surface remains
an interesting question.

The creation of a surface on a semiconductor typically
leads to cut or dangling sp3 bonds. In a band picture, having
an odd number of such dangling bonds per surface unit cell
should give rise to metallic surface states. In contrast to this,
most semiconductor surfaces do not support metallic surface
states. In fact, the surface structure often undergoes major
reconstruction in order to avoid a metallic surface. Often the
character of the reconstruction is to remove dangling bonds and
turn the surface into a band insulator [24].

There are, however, a number of more interesting cases in
which the electronic character of the surface shows reversible
temperature-dependent phase transitions [25] and/or where
it is dominated by many-body effects. Quite generally,
such scenarios are likely when the surface periodicity and
electron counting predict a metallic surface but with narrow
bands (low kinetic energy), strong Coulomb repulsion and/or
strong electron–phonon coupling. Much studied model
systems for such transitions are the hexagonal surfaces of
Si(111), Ge(111) and SiC(0001) or SiC(111) with a third of
a monolayer of group IV atoms adsorbed in the so-called
T4 sites. Some of these systems have complicated phase
diagrams with several reversible phase transitions [26, 27]
but a low temperature ground state which appears to be
a Mott insulator [28–30]. More stable Mott insulating
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phases are found for the
√

3 × √
3 surface termination of

SiC(0001) [31–34] and for K/Si(111):B [35]. To the best of
our knowledge, none of these systems have so far been studied
by conductance measurements.

For some semiconductor surfaces, notably Si(111)(7 × 7),
the electronic character is not entirely clear yet. Electron
counting would again suggest a metallic surface but the
distances are so large that the bandwidth could be expected to
be very narrow and thus correlation effects to be important.
Experimentally, Si(111)(7 × 7) appears to show a Fermi
surface [36] with rather strong electron–phonon coupling [37]
and an electron energy loss peak consistent with a metallic
surface [38] at room temperature. NMR experiments, on the
other hand, have suggested that the surface is close to a Mott–
Hubbard metal insulator transition [39]. A detailed review of
conductance measurements on Si(111)(7 × 7) is given in the
present paper.

Semiconductor surfaces would also be important sub-
strates for the electrical characterization of ultra-thin metal
films showing quantum size effects [20, 21]. One could expect
the conductance to show oscillations as a function of thick-
ness, caused by the variations of the density of states at the
Fermi level. It might even be possible to directly probe oscilla-
tions in the critical temperature for a superconducting state, if
present [40].

Semiconductor surfaces with a controlled step density
have been shown as suitable substrates for the growth of
highly ordered quasi-one-dimensional structures [41, 42].
One-dimensional metals are interesting because they can
be expected to be particularly susceptible to phenomena
such as metal–insulator transitions (Peierls type, Mott
type), the formation of a Luttinger liquid or spin–charge
separation [43–46]. A much studied example is the Si(553)–
Au atomic chain structure [47–49], for which a metal–insulator
transition is indeed observed [50]. The conductivity of other
systems, In chains on Si(111) and the Pb induced chain
structures on Si(557), will be reviewed in this paper.

Finally, it would be interesting to study electronic
transport through self-organized molecular nanostructures.
Such systems hold fascinating prospects for future electronics.
Evidently, they cannot be free standing but would have to be
placed on a substrate. As in the previous cases, the substrate of
choice would be a semiconductor or an insulator, not a metal.
This, however, holds some challenges.

The self-organized structure of many large organic
molecules has been studied in great detail by scanning
tunnelling microscopy (STM) [51–54]. Most of this research
has been carried out on metal surfaces because these can be
viewed as an (electronically) flat template for the growth, in
the sense of having a smooth, low-corrugation charge density
and no dangling bonds. The molecule–substrate interaction is
weak and the molecules order due to their mutual interaction.
Particularly promising molecules for building self-organized
layers are phthalocyanine or porphyrin based [55] or of the so-
called ‘Lander’ type. The latter consist of a π -system which is
de-coupled from the surface by molecular ‘legs’ [56, 57].

On semiconductors, especially on group IV materials,
molecular ordering is more difficult to achieve because of

the much stronger molecule–substrate interaction, especially
through the dangling bonds often present on semiconductor
surfaces [53, 58]. On Si(111) several studies have shown that
this problem can be solved by depositing one monolayer of
silver atoms on the surface and thereby saturating all dangling
bonds [59–62]. In this way, the advantages of a metal
and a semiconductor surface are combined. The molecule–
substrate interaction is substantially reduced, self-ordering can
be achieved and, at the same time, the electronic structure
of both substrate and surface is that of a semiconductor or
a semimetal [63]. A direct measurement of the conductance
of adsorbed molecular monolayers is, to the best of our
knowledge, not reported anywhere.

2.2. Is the surface metallic?

In connection with conductance measurements, an impor-
tant question will be if a surface is metallic or semiconduct-
ing/insulating. At first glance, this might seem trivial but it
turns out to be a major source of confusion and it is impor-
tant that we clarify what we mean by the term ‘metallic’ in the
first place. A brief discussion of the aspects related to conduc-
tivity is given here. An excellent broader review, including a
detailed discussion of how the metallic or non-metallic charac-
ter of surfaces can be probed by spectroscopic techniques, is
found in [23].

From a conductivity point of view, conventional wisdom
has it that metals are ‘good’ conductors. But with the
conductivity of different solids spanning more than 20 orders
of magnitude, it is not clear what ‘good’ actually is. In any
case, one would expect a metallic surface to have a reasonably
high conductivity. A possible approach to classifying a surface
as a metal is thus to consider the absolute value of the surface
conductivity. One can compare it with the minimum value for
metallic conductivity in two dimensions following the Ioffe–
Regel criterion, which is 3.83 × 10−5 �−1 [64].

Another frequently used criterion is the temperature
dependence of the conductivity. It is often assumed that the
conductivity for a semiconductor increases as the temperature
is raised (because of the increased number of carriers) whereas
it decreases for metals (because of the increased electron–
phonon interactions). This, however, is rather problematic
because its validity for a semiconductor depends on the doping
and on the temperature. Using this criterion, moderately doped
bulk silicon, for example, exhibits a ‘metallic’ temperature
dependence of the conductivity near room temperature. There
are even metals which do not obey the rule, such as liquid
zinc [65, 66] or systems showing the Kondo effect [67].

An alternative criterion for surface metallicity can be the
presence of a finite density of states at the Fermi level or,
equivalently, no minimum energy for the creation of electron–
hole pairs. This can be probed by spectroscopic techniques
such as (inverse) photoemission, tunnelling spectroscopy or
electron energy loss spectroscopy. But this criterion, too, can
be problematic because the states giving rise to this density of
states at the Fermi level could be very localized. Thus, the
metallicity of a surface has to be discussed in terms of both the
density of states at the Fermi level and the conductivity.
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Figure 1. Band bending near the surface of a p-doped Si(111) wafer for two terminations ((7 × 7) and (
√

3 × √
3)Ag) and at two

temperatures. CBM and VBM denote the conduction band minimum and valence band maximum, respectively. Ei is the intrinsic level, EF,s

the surface Fermi level and EF the bulk Fermi level.

2.3. What determines the conductance of a semiconductor
surface?

Some of the apparent contradictions reported in the literature
on the surface conductivity of semiconductors are at least
partly due to different definitions of the surface conductivity.
Therefore, we briefly address this issue here.

The objective of most experiments is to study the
conductivity of the surface as such, i.e. the conduction through
electronic surface states, through surface states modified by
adsorption or through ultra-thin layers of atoms or molecules
on the surface. A measurement of voltage and current does,
however, not yield the conductivity of a system but merely the
conductance. The conductance measured from a solid surface
contains contributions from the surface as such and from the
underlying solid. Extracting the surface conductivity from the
measurement can be non-trivial.

In most conductance measurements, and in particular in
those with four-point probes, the penetration of the current
into the bulk solid depends on the detailed geometry of the
experiment. For a collinear four-point probe, we shall see that
the measured conductance is independent of the probe spacing
for a purely two-dimensional system and proportional to the
contact spacing for the semi-infinite bulk. Naı̈vely, one could
expect the measured conductance of a solid to be the sum
of the surface and the bulk conductance. For a macroscopic
contact spacing, the bulk conductance would then dominate the
measurement, as expected.

Although it is tempting to attribute any ‘non-bulk’
contribution to the measured conductance as being due to the

surface, the situation is, unfortunately, much more complex for
semiconductor surfaces due to the existence of a space-charge
layer near the surface. The carrier density in the space-charge
layer is different from that in the bulk and it depends on the
depth below the surface. The character of the space charge
layer, in turn, depends on the temperature, the bulk doping of
the semiconductor and on the position of the Fermi level at
the surface. All this is well known (see for example [68]) but
not always taken properly into account in surface conductance
measurements. A detailed account of the physics of the space-
charge layer is given in [64, 69].

To make matters worse, the position of the surface Fermi
level, and therefore the entire band bending and space-charge
layer situation, depends on the detailed surface electronic
structure, i.e. on the electronic properties of the clean surface
or on the presence, type and structure of adsorbates on the
surface. It is therefore insufficient to measure or calculate
the space-charge layer conductance of the clean surface in
order to subtract its value from that of the adsorbate-covered
surface, or in order to use it as an argument that the space-
charge layer contribution is insignificant. Instead, one has to
make sure that the space-charge layer contribution remains
insignificant for the entire experiment, i.e. for all adsorbates
and temperatures. If the surface Fermi level for the system
under investigation is known, one can at least numerically
simulate the expected contribution of the space-charge layer
to the measurements [70].

The level of complexity arising from these considerations
is illustrated in figure 1, which shows the temperature-
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dependent band bending for two surface terminations of p-
doped Si(111), clean (7 × 7) and (

√
3 × √

3)Ag. In both
cases the Fermi level at the surface EF,s is pinned by a high
density of surface states, for Si(7 × 7) above mid-gap [71]
and for (

√
3 × √

3)Ag–Si(111) close to the valence band
maximum [72–74, 63, 75]. The position of the bulk Fermi
level EF in a doped semiconductor is strongly temperature
dependent and it can be very different from the intrinsic value
Ei. If the bulk doping is known, its position can be calculated
and the depth-dependent band bending is obtained from the
bulk and the surface Fermi level position [68, 64].

The band bending near the Si(111)(7 × 7) and (
√

3 ×√
3)Ag terminations is very different. At room temperature

Si(111)(7 × 7) shows a down-bending of the valence band
with respect to the Fermi level towards the surface. In the
p-doped sample this corresponds to a carrier depletion near
the surface. In contrast to this, (

√
3 × √

3)Ag shows hardly
any band bending, such that the carrier concentration is almost
independent of the distance from the surface. One might thus
expect that the space-charge layer of (

√
3 ×√

3)Ag is far more
conductive than that of (7×7), leading to a higher conductance
through space charge layer and bulk. In the case of a four-
point probe with a contact spacing of 10 μm or so, this turns
out not to be the case: the space-charge layer of (7 × 7) is
sufficiently conductive at room temperature and one would
expect to measure approximately the same conductance for the
two surfaces. At low temperature the band bending increases
in both cases. For (7×7) it is now very strong, leading to weak
inversion at the surface and to an effectively insulating space-
charge layer. For (

√
3 × √

3)Ag, in contrast, it is still small,
smaller than for (7 × 7) at room temperature. Consequently,
the space-charge layer contribution to the conductance drops
by many orders of magnitude when cooling (7 × 7) from
room temperature to 100 K but it remains almost constant for
(
√

3 × √
3)Ag.

The bottom line is that the conductance contribution
through the bulk and the space-charge layer depends on
the distance between the contacts in a multi-point probe
measurement, on the type and level of doping, on the
temperature and on the surface termination. The dependence
on any of these parameters can be very strong given the
steepness of the Fermi–Dirac distribution which governs the
carrier concentration. It is, in general, insufficient to estimate
the conductivity of the space charge layer for a particular
situation, and a rigid numerical treatment is required.

3. Techniques for surface-sensitive conductance
measurements

The objective of a surface-sensitive transport measurement
must be the determination of the two-dimensional (2D)
conductivity σs which is due to the electronic surface states.
Being a genuine sheet conductivity, this quantity has the
dimension of a conductance (i.e. the unit 1 S = 1 �−1), unlike
the usual three-dimensional (3D) bulk conductivity, which
has the dimension of a conductance per length (i.e. the unit
1 S m−1 = 1 �−1 m−1). Instead of merely using �−1, two-
dimensional conductivity is also often expressed as �−1 per
square or �−1/� in order to distinguish it from conductance.

(a) (b)

Figure 2. Sketch of (a) a two-point probe and (b) a collinear
four-point probe with equi-distant contact spacing. Wire and contact
resistances are symbolized by R1 · · · R4 and the sample resistance by
Rsample.

A general difficulty is, of course, that the measured
conductance contains contributions from the surface, the
space-charge layer and the bulk, and these have to be
disentangled. How this can be achieved is discussed in the
following. As a starting point, it is useful to stick to a model
made up from the two limiting cases: a solid surface is thought
to consist of a semi-infinite bulk with a conductivity of σb and a
two-dimensional surface with conductivity σs. The additional,
and possibly considerable, complication of the space-charge
layer is addressed later.

Perhaps the most used conductance probe is a simple
multimeter. By measuring the potential between two contacts
when a known current is applied, it seems trivial to find the
resistance of a sample. However, the major drawback of
this method is that the measurement will intrinsically include
the series resistance of the wires and contacts. The situation
is schematically shown in figure 2, which illustrates that it
is impossible to infer the resistance of the sample Rsample

when measuring the voltage drop and current with merely two
contacts. The result always contains the resistance of the wires
and the contacts, symbolized by R1 and R2. The problem
can be solved by using a four-point probe. This approach is
described in detail later in this paper. In short, if the voltage
drop over the inner two contacts can be measured without
draining any current, this voltage drop divided by the current
through the outer contacts is a measure of the sample resistance
only. The total current is, of course, still influenced by the
resistance of the two outer contacts, but this resistance becomes
irrelevant because it is the current which is controlled and not
the voltage to the outer contacts.

On a macroscopic scale, the problem of wire and contact
resistance in a two-point probe is usually circumvented by
ensuring that the resistance of the cables and contacts is
insignificant relative to the resistance of the sample. In
some cases this is already problematic, for example for
metallic probes on a semiconducting sample, where the metal–
semiconductor interface can give rise to a Schottky diode
type contact, thus making the contact resistance large and
non-ohmic. Additionally, when nanoscale measurements are
required, the physical size of the probes must be reduced, and
this results in an increased resistance of the probes and cables.
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3.1. One-, two- and three-contact measurements

Although measurements with one and two contacts have
limitations, with careful application they can be very useful. A
one-contact measurement would typically be made by the tip
of an STM such that the surface conductivity would somehow
be inferred from the measured tunnelling conductance. While
describing this as a one-contact measurement, it is of course
assumed that there is a second, macroscopic contact to the
sample in order to have a closed circuit. Two contacts can
potentially measure the surface conductance but suffer from the
restrictions discussed qualitatively above. Three contacts could
have all the advantages of four, if the current is supplied by two
of them and the last is movable in order to map out the potential
across the surface. We start by briefly outlining the theory
behind two-contact measurements, and discuss instruments
and measurements which use this, and similar, principles.

First, it is useful to state how the measured resistance U/I
is related to σs and σb for purely 2D and 3D cases, respectively,
in the ideal situation of R1 = R2 = 0 (see figure 2). The
potential in the sample in the vicinity of a single contact is
described by the Poisson equation

∇ (σ (r)∇�(r)) = 0, (1)

where σ(r) is the conductivity of the sample. The equation
is written in a more general form than the usual ∇2�(r) =
0 in order to allow for a spacial variation of the sample’s
conductivity.

For a homogeneous, semi-infinite three-dimensional (3D)
conductor, (1) can be solved analytically. The two contacts
are both held at a fixed potential and the potential around each
contact can be evaluated. Thus, it is possible to infer the
potential difference between the contacts for a given current
between them. The measured two-point sample resistance R2pp

3D
is defined as U/I and one easily obtains

R2pp
3D = U

I
= 1

πσb

(
1

r
− 1

s − r

)
, (2)

where s is the spacing between the contacts and r the radius
of the contacts, which are assumed to be made of a metal with
infinite conductivity [76].

In the case of a homogeneous and infinite 2D conductor
the same calculation can be made, starting from the 2D version
of the Poisson equation, yielding

R2pp
2D = U

I
= 1

πσs
ln

(
s − r

r

)
. (3)

Note that it is not possible to determine the expected resistance
values for point contacts. Thus, some assumptions about the
size and shape of the contacts are required.

Conductivity measurements on Si(111) using two STM
tips in the tunnelling regime were reported by Jaschinsky et al
[76]. While this approach is new and still needs further
development and analysis, it has become clear that the problem
arising from the contact resistance can be circumvented
elegantly by varying the distance of the STM tips from the
surface and making use of the fact that the contact resistance
depends exponentially on the sample–tip separation.

Different strategies for one-contact measurements of
surface conductance have been tried using an STM tip, either
in true contact or in the tunnelling regime. In fact, the STM
always measures a conductance—since the potential difference
between tip and sample V and the tunnelling current I are both
known. The (differential) conductance is simply described by
dI/dV . However, this is strictly the conductance of the tunnel
junction and it is not directly related to σs or σb.

An approach for the determination of σs by STM along
these lines has been suggested by Hasegawa et al [77].
When studying the current versus voltage characteristics of
an STM tip in contact with a clean Si surface, they found
a qualitative agreement with the expected Schottky barrier
for a metal–semiconductor contact. A quantitative analysis,
however, showed that the conductance at zero bias and in the
reverse-bias direction was much larger than the expected value.
Moreover, it depended strongly on the surface cleanliness and
morphology, i.e. it was different for oxygen-covered surfaces
and on small islands, but it did not depend on the bulk doping.
This led the authors to propose that the excess conductance
at zero bias voltage could be identified with the surface state
conductance. If one assumes that the extra current is entirely
carried by the surface states, a surface sheet conductivity of the
order of 10−6 �−1 must be present.

An alternative approach to conductance measurements by
STM was suggested by Heike et al and their result is shown
in figure 3. The basic idea behind the experiment is that the
tunnelling current has to flow away from the tip and it can do
so via different paths. In our simple picture of only bulk and
surface conductivity σb and σs, this can happen either directly
into bulk states or laterally through electronic surface states.
Information about the surface state conductivity can thus be
obtained by partly blocking the latter path. This blocking is
achieved by using the STM tip to fabricate a trench in the
surface. Figure 3(a) shows an example of such a trench around
a tongue of pristine Si(111)(7 × 7). The figure also shows the
brightness change along the length of the tongue which reflects
a potential difference due to a resistance: for electrons which
tunnel into the apex of the tongue, the path away from the tip
is more resistive than for electrons entering at the base of the
tongue, because they have to pass through the entire length
of the tongue. The data are analysed by fitting the measured
voltage drop along the tongue to a simple model network of
resistors as shown in 3(c) and the surface sheet conductivity
σs is inferred from this, to be 8.7 × 10−9 �−1, three orders of
magnitude smaller than the one found by Hasegawa et al for
the same system [77].

The use of this technique entails a number of potential
problems and pitfalls. First of all, it has to be clear that the
insulating trench is indeed insulating. This can be (and has
been) verified by taking tunnelling spectra in the region of the
trench [78]. Another point which needs further clarification
is the role of the tunnelling voltage. In a genuine transport
experiment, only the electrons at the Fermi surface are of any
relevance. Here, tunnelling proceeds into (and out of) a wide
energy range. Strictly speaking, it would be appropriate to
infer the surface conductivity from data taken at very small
tunnelling voltage only. To the best of our knowledge, the
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(c)

(b)

(a)

Figure 3. Results from Heike et al [78]: filled and empty STM
images of an artificially fabricated tongue structure observed at
tunnelling voltages of (a) −2.0 V and (b) +2.0 V. (c) Voltage drop
along the structure for positive-bias observation. The solid line is a
calculated curve fitted to the experimental data using the electrical
circuit model shown in the inset.

dependence of the resulting surface sheet conductivity on the
tunnelling parameters has not been tested systematically.

In principle, it should be possible to use an alternative
STM approach in which a macroscopic current is passed
through the sample and the potential at the surface is mapped.
In this way, one performs a three-contact measurement in
which one contact (the STM tip) is free to move across the
surface. One should thus be able to mimic a four-point probe
measurement with all its advantages by mapping the potential
at different points. A technical problem in this approach is that
the scanning range of an STM is usually very small and so will
be the potential change between different points on a surface.

A promising approach to resolve some of the issues
associated with using an STM in a one-contact surface
conductance measurement is atomic force microscopy (AFM)
with a conductive tip [79, 80]. The key idea of this technique
is that the force/structural measurement is separated from the
electrical measurement and the difficulty of a vacuum gap
between the tip and the sample is avoided. This technique
is particularly appropriate for measuring the conductance
through adsorbed molecules on a surface but it has also been
employed to study the local conductance of semiconductor
heterostructures [80, 81].

3.2. Small-scale four-point probes

As discussed above, one of the fundamental problems with
two-contact measurements is the unavoidable and unknown

contribution of the contact resistance. This is especially
problematic for very good conductors (because the contact
resistance dominates the measurements), for semiconducting
samples (because of the Schottky barrier), and for small probes
(because of their high absolute resistance). The solution to
this problem has been known and used for many years [82],
and is prized for its simplicity: by using four contacts instead
of two, one can measure the potential drop across contacts
which do not carry a current. In this way, it is simple
to show that the measured resistance is independent of the
contact resistance—no matter whether the contacts are ohmic
or not. In the following, we first focus on collinear four-
point probes with equi-distant contact spacing, as depicted
in figure 2. An alternative four-point geometry frequently
used for macroscopic measurements is a square arrangement
as suggested by van der Pauw [83].

While the four-contact approach solves the problem of
large and non-ohmic contact resistance, the fundamental issue
of surface sensitivity remains. It turns out that surface
sensitivity can be achieved by using very small contact
distances. To see this, consider how the measured four-point
probe resistance R4pp depends on the contact spacing. R4pp is
defined as the voltage drop U over the inner two contacts of
the four-point probe divided by the current I passed through
the outer contacts.

Expressions for the four-point probe resistance can be
developed along the same lines as for the two-point probe
resistance (see [82, 84, 85]). For an infinite 2D conductor with
uniform sheet conductivity σs one finds

R4pp
2D = 1

πσs
ln

(
2s − r

s + r

)
(4)

and for the semi-infinite bulk one obtains [84]

R4pp
3D = 1

πσb

(
1

s + r
− 1

2s − r

)
. (5)

Again, s is the spacing between adjacent point contacts and r
their radius [84].

In contrast to the two-contact solution, it is also possible
to determine the four-contact resistance in the case of point
contacts, resulting in

R4pp
2D = U

I
= ln 2

πσs
, (6)

and

R4pp
3D = U

I
= 1

2πsσb
, (7)

for the 2D and 3D cases, respectively.
This is an important difference between a two-contact and

a four-contact measurement. The latter is not only favourable
because of the irrelevance of the contact resistance but also
because no assumptions about the contact shape and size are
required, if only they are small enough. Qualitatively, it is
easy to understand why this is so. The electrostatic potential
changes very rapidly in the vicinity of the current sources
and slowly in between them. In a four-point measurement
the voltage measuring probes are placed between the current
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sources and their size and position is therefore not very critical.
In a two-point measurement, on the other hand, the contacts
act simultaneously as current sources and voltage probes
and their geometry is therefore an important factor. To the
best of our knowledge, the analytical result for the contact
size dependence in equations (2)–(5) has not yet been tested
experimentally.

The path to a surface-sensitive measurement is evident
from comparing (6) and (7). The measured resistance in a 2D
case (6) does not depend on the probe spacing, but that for the
3D case (7) gives rise to a higher four-point probe resistance
for a smaller probe spacing. If we still regard the sample as
two parallel resistors (representing the surface and the bulk),
surface-sensitive measurements can be performed for values of
s which are so small that the current transport proceeds entirely
through the surface.

Equations (4)–(7) apply only to the collinear four-point
probe with an equi-distant contact spacing, as shown in
figure 2, but similar arguments can be made for other
probe configurations, such as collinear four-point probes with
variable probe spacings [86] or probes using the van der Pauw
geometry [83]. The relations for the latter are particularly
similar to (6) and (7) in that they only differ by the numerical
constants.

The inverse dependence of R4pp
3D on s is rather counter-

intuitive. Qualitatively, it can be understood by inspecting
the simple sketch in figure 4. Consider the case of a 2D
conducting sheet, as shown in figures 4(a) and (b). If the
distance between the current carrying contacts is very small,
the current proceeds through the sheet without much spread.
When the distance is increased, the current has to go a longer
way but at the same time it can spread out on the sheet in
the direction perpendicular to the probe. The reduction in
resistance caused by this spreading of the current compensates
the resistance increase due to the longer distance exactly, and
the resulting four-point resistance is independent of the probe
spacing. The situation for a semi-infinite 3D conductor is
shown in figures 4(c) and (d). Again, the current spreads
out perpendicular to the probe direction when the distance
between the contacts is increased. In this case, however, the
current can also spread into the sample, which leads to an over-
compensation of the resistance increase caused by the longer
distance, and thus to a lowering of the measured four-point
probe resistance.

While the small scale turns a four-point probe surface
sensitive, it also brings about problems which do not exist
for macroscopic four-point probes. Whilst the measured
resistance is independent of the contact resistance, the contact
resistances are still able to manifest themselves in other
ways. The connecting wires may have a small, but not
insignificant, capacitance. This, together with the sometimes
very large contact and wire resistance, results in a significant
time constant, thus making fast AC measurements not easily
achievable.

Different designs have been proposed for surface-sensitive
four-point measurements. The most straightforward approach
is viable in the case of a highly conductive surface on a
poorly conducting bulk because the probe does not have to be

(a)

(c)

(b)

(d)

Figure 4. Qualitative illustration of the current’s path for a
variable-spacing four-point probe on a 2D ((a) and (b)) and
semi-infinite 3D conductor ((c) and (d)).

particularly small. Measurements with macroscopic contacts,
pre-fabricated on the macroscopic samples, were pioneered
by the group of Henzler [87–89]. Despite their reduced
flexibility compared to the approaches listed in the following,
they are still an important method, in particular because of
their high stability when temperature-dependent data is to be
collected [90, 91].

The diametrical approach in many ways is the use of
four independently driven STM tips (4-STM in the following),
pioneered by the group of Hasegawa [92–95]. This offers
ultimate flexibility and smallness. A particularly intriguing
feature of the 4-STM approach is the possibility to combine
conductance measurements with atomic resolution microscopy
and/or to direct the tips of the STMs to microscopic
objects with the help of a scanning electron microscope
(SEM). Figure 5 illustrates some recent progress in this
field. Figures 5(a) and (b) demonstrate a 4-STM which
is simultaneously capable of taking temperature-dependent
conductance measurements and atomic resolution images.
Figure 5(c) shows a further step towards smaller probes, which
is achieved by fabricating the contacts from carbon nanotubes
coated with a metal. In this way, very small contact spacings
and contact areas can be achieved.

An instructive result of the 4-STM approach is figure 6,
which shows the measured four-point probe room temperature
resistance of a clean Si wafer, i.e. with a Si(111)(7 × 7)
surface, and of a wafer with the (

√
3 × √

3)Ag–Si(111)
structure prepared on one face, as the probe spacing is varied
over three orders of magnitude [92, 96]. In this particular
experiment, the 4-STM is operated as a linear and equi-distant
four-point probe, even though it is not restricted to do so. The
light blue area in the figure symbolizes the four-point probe
resistance which would be expect for a semi-infinite crystal
with the bulk properties of the wafer in question, showing
the power-law behaviour expected from (7). The data for
the clean surface follow this expected behaviour but only for
intermediate probe spacings. For a very large spacing the
measured resistance is higher than the expected value because
the current cannot spread out due to the finite thickness of the
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Figure 5. (a) SEM image of four tungsten tips arranged in a square
of about 5 μm side length. (b) STM image of highly oriented
pyrolytic graphite taken with one of the four tips. The tip bias is
0.2 V with tip current of 1.0 nA (reproduced with permission
from [94]. Copyright 2007, American Institute of Physics). (c) SEM
image of a CoSi2 nanowire being contacted with four PtIr-coated
carbon nanotube tips (reproduced with permission from [95].
Copyright 2007 American Chemical Society).

wafer, as symbolized in inset (c). As expected, this happens
when the contact spacing is of the same order of magnitude
as the wafer thickness. For a very small spacing the measured
resistance is also higher than the expected value for the bulk,
but this is related to the presence of the space-charge layer
close to the surface, which, in this case, is a poorer conductor
than the bulk.

The (
√

3 × √
3)Ag–Si(111) surface shows an entirely

different behaviour. For this system the resistance is almost
independent of the probe spacing, strongly reminiscent of the
behaviour predicted for a 2D system according to (6). In
a more in-depth discussion below, we shall indeed see that
(
√

3 × √
3)Ag–Si(111) has a far higher surface conductivity

than Si(111)(7 × 7), which can completely dominate the
bulk conductivity in many situations, such as here for probe
spacings smaller than 10 μm or so.

The only major drawback of the 4-STM solution is its
complexity. A one-head STM is already a complex instrument,
especially when temperature-dependent measurements are of
interest. Having four STM heads adds considerably to the
experimental difficulties. This may be the reason why not
many results have been published using this technique, even
though the proof of principle has been given. An additional
difficulty is the need for a less compact design of the STM
heads, such that four heads can be operated very close to each
other. The use of long cantilevers to support the STM tips can
in practice lead to poorer resolution.

An alternative approach for four-point measurements is
that of monolithic microscopic four-point probes which are
commercially available for use in air [97]. Images of such
probes fabricated by CAPRES are shown in figure 7. Over the
past few years, considerable progress has been made in terms

Figure 6. Electrical resistance of a silicon wafer, measured as a
function of probe spacing with a collinear four-point probe formed
from a 4-STM. Red circles show the result for the clean
Si(111)(7 × 7) surface and blue squares for (

√
3 × √

3)Ag–Si(111).
The light blue bar represents the expected resistance for a
bulk-sensitive measurement on a wafer with the doping of the
sample. The insets (a)–(c) schematically show the current flow
distribution in the sample for the case of different probe spacings for
Si(111)(7 × 7) (reproduced from [92, 96] with permission. Copyright
2001 Elsevier and 2003 Wiley, respectively).

of miniaturization and reliability of the probes. Figure 7(a)
shows an early four-point probe with cantilevers fabricated
of gold-coated SiO2. An extension of the same principle is
shown in figure 7(b). This 12-point probe allows a distance
between the inner contacts of 1.5 μm. At the same time,
having 12 contacts which can be used independently, opens
the possibility for essentially variable contact distances, such
that similar measurements to those shown in figure 6 can be
performed. The overall geometry is, of course, always linear, a
restriction which is not present for a 4-STM.

Figure 7(c) shows a fundamentally novel design of a
monolithic four-point probe which is described in [98]. First
of all, there is only one broad cantilever, which supports all
the contacts. This gives a greatly improved stability to the
probe. In particular, it is much better suited to deal with a
misalignment between probe and sample. In the case of many
individual cantilevers, such a misalignment often causes the
outer contacts to be severely stressed or even to break before
all of the remaining contacts are touching the sample. Having
all the contacts on one cantilever also opens the path to further
miniaturization. With this design a minimum spacing of the
inner probes of 500 nm can be achieved routinely and 250 nm
has been found to be the current limit of fabrication. Another
fundamentally new feature is the coating material, which is
TiW instead of Au. This is also of great practical importance,
because it does not wear off easily when contact is made to the
sample and it renders the probes CMOS compatible.

A clear advantage of the monolithic four-point probes
is that they are relatively easy to use, especially when
temperature-dependent measurements are required. The
overwhelming majority of results in the field of surface
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Figure 7. Monolithic four-point probes fabricated by CAPRES.
(a), (b) Commercially available four- and 12-point probes which are
fabricated from gold-coated SiO2 cantilevers. (c) The novel
development of a mono-cantilever probe, which supports TiW wires
as contacts (reproduced with permission from [98]. Copyright 2008,
American Institute of Physics). The inset in (c) shows such a probe
mounted on a ceramic substrate.

conductivity has, indeed, been obtained with probes similar to
those shown in figure 7(a). A possible drawback of having
four (or more) physical contacts to the probe, as opposed to
tunnelling contacts, is the risk of the contacts changing the
properties of the sample in some way, for example through
local stress resulting in surface deformation. There can be
little doubt that the atomic and electronic structure of the
surface is severely disturbed in the contact region. This should,
in principle, not affect the measured conductance as long as
the contact area is small compared to the distance between
the contacts, an assumption made in the usual analysis of
four-point data via (6) and (7). For the smallest possible
monolithic four-point probes this assumption is not necessarily
valid anymore and a 12-point probe, of which only four
contacts are used, adds the potential problem of the other eight
contacts influencing the measurement. So far, however, there
is no experimental evidence suggesting that this is a problem,
with different monolithic probes giving similar results for a
quasi-two-dimensional electronic system (see the discussion
of (

√
3 × √

3)Ag–Si(111) below). An important factor in

understanding this is that the current in a four-point probe is
not merely localized on a straight line between the contacts but
spreads out considerably in the direction perpendicular to the
probe axis (see figure 4 and [70, 85]), such that the effectively
probed area is large compared to the contact area, even if the
contacts are not point contacts and relatively close to each
other.

3.3. Technical outlook

To summarize the technical situation for surface conductance
measurements, several approaches are currently being pursued
with different advantages and disadvantages. One-contact
measurements with an STM are technically easiest but the
interpretation of the data in terms of a surface conductivity
is difficult. It is possible that some of the problems can be
resolved by using conductive tip AFM instead of STM.

Two-contact STM measurements have not been tried
in many cases but they are likely to suffer from similar
interpretation problems as the one-contact measurements.
A particular problem is that the character of the contact
area appears to be crucial but is at the same time hard to
assess. It is clearly too early to say if these challenges
can be overcome [76]. However, two-contact measurements
can be successfully applied to situations where one is
primarily concerned by changes in conductivity, for example
in magnetoresistive devices.

Four-contact STM is the most universal and versatile
technique for surface-sensitive and nanoscale conductance
measurements but it suffers from experimental complexity,
especially when temperature-dependent measurements are of
interest.

Monolithic four-point probes offer a technically unprob-
lematic solution at the price of a fixed distance between the
contacts. This problem can be partly overcome by having more
than four contacts available on one probe. An important differ-
ence to the STM approaches is that a physical contact to the
sample is needed, whereas a multi-tip STM can, in principle,
work in a tunnelling regime, even though most experiments
have also been carried out in contact with the sample.

Entirely contact-free measurements, optical, magnetic or
otherwise, would be an interesting alternative. Optically
induced currents and their decay have recently been studied
for an unoccupied surface state [99], a measurement which
effectively amounts to probing conductance, but not for the
relevant states at the Fermi energy. There will probably be
other reliable techniques to determine surface conductivity but
it is hard to see how they can be made to work on a local level,
for example in order to probe the conductivity of a nanoscale
objects.

4. Case studies

In this section, we report results from a few systems for which
the surface conductance has been studied. From what has
been discussed above, it is clear that most of the cases refer to
semiconductor surfaces, in this case the surfaces of Si, because
surface sensitivity can only be achieved on the surface of a poor
conductor. Historically, the most important test cases were the
(7×7) reconstruction of Si(111) and the (

√
3×√

3)Ag–Si(111)
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Figure 8. Two-dimensional conductivity of Si(111)(7 × 7) measured
by different experimental techniques. The two data points from [101]
correspond to wafers with different bulk doping, such that their
difference in conductance must be due to bulk properties and not to
surface conductivity. The experimental conductance from the
original papers was converted into sheet conductivity when
necessary, according to (6). Grey and black points refer to
microscopic four-point probe data, red to a silicon-on-insulator
sample and blue to single-tip STM.

structure, which is formed when one monolayer of silver atoms
is deposited on Si(111).

4.1. Si(111)(7 × 7)

The clean Si(111)(7 × 7) reconstruction is arguably the best
known surface structure. The aspect of the geometrical
structure, which had initially given rise to some debate, has
been settled with general agreement on the model proposed
by Takayanagi et al [100]. The character of the electronic
structure, however, does not appear to be entirely settled
(for recent references on this dispute, see [36, 39, 37]). In
short, electron counting arguments would suggest the surface
to be metallic. This is indeed supported by the most recent
photoemission investigations [36, 37]. The electron density
associated with the metallic state, on the other hand, is rather
low and there is other experimental evidence which puts the
surface close to a Mott–Hubbard insulating state [39]. In any
case, even for the scenario of a metallic state, strong electron–
phonon coupling appears to be present [37].

The experimental situation for surface conductance
measurements on Si(111)(7 × 7) is summarized in figure 8.
Not all available data points have been presented in the figure
and the dependence on certain parameters such as bulk doping
is not taken into account. The figure does not even show the
full temperature dependence which has been reported for some
cases [64, 101, 70]. Still, the presentation is useful to illustrate
the great spread of the results and to discuss possible reasons
for this.

The presentation of the figure acknowledges the possibil-
ity of a temperature-dependent surface conductivity, as appears

Ω

0

Figure 9. Temperature-dependent four-point probe conductance of
Si(111)(7 × 7) for three samples with different levels of p doping.
The contact separation is 10 μm. The solid lines are a guide to the
eye. Adapted with permission from [70].

likely in view of the strong electron–phonon coupling. It is
important to note, however, that even strong electron–phonon
coupling would only be expected to change the lifetime of the
states by a factor of two or so over this temperature range. This
is only a small change compared to the very wide spread of
data points.

Indeed, the state of affairs appears to be dismal: even
if we take into account only the points measured at room
temperature, there is a spread of about five orders of
magnitude. To make matters worse, it is not clear if the surface
conductivity is ‘metallic’ in the sense of dσ/dT < 0 [64] or
not [101]. Some experiments have even found it, unexpectedly,
to depend on the bulk doping [101].

Much of this can be explained by referring back to
the results of Shiraki et al [92], as shown in figure 6. It
is immediately clear that four-point probe measurements on
Si(111)(7 × 7) at room temperature need a probe spacing of
much less than 10 μm in order to be surface sensitive. For
probe spacings above this value, the measurement is primarily
sensitive to only the bulk. At slightly smaller spacings the
measurement would still be influenced mainly by the space-
charge layer and surface sensitivity can only be expected at
much smaller spacings. Note that the limit of 10 μm gives only
the order of magnitude; the precise value depends strongly on
the bulk doping.

Figure 9 also illustrates that a contact spacing of 10 μm is
insufficient to achieve surface sensitivity at room temperature.
The figure shows the temperature-dependent conductance of
Si(111)(7 × 7) taken for three wafers with different levels
of p doping using a four-point probe with 10 μm contact
spacing [70]. The data measured at room temperature depend
strongly on the bulk doping. Indeed, the measured value
turns out to agree well with the semi-infinite three-dimensional
model when using the bulk conductivity value supplied by
the wafer manufacturer. At low temperature, however, the
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results appear more likely to represent surface conductance
because they are independent of the wafer doping. The
transition between the two regimes happens because of the
decreasing carrier concentration in the space-charge layer as
the temperature is lowered. This will be explained below.

The fact that it is not possible to perform surface-sensitive
measurements at room temperature using a microscopic four-
point probe explains most of the data spread and the other
peculiar findings associated with figure 8. Excluding the (grey)
data points which suffer from this problem, only four values
remain. Two of these agree rather well with each other, giving
a conductivity of the order of 10−8 �−1.

The data point with the highest reported sheet conductivity
is from the work of Yoo and Weitering, who performed
conductance measurements using a macroscopic van der
Pauw probe based on ohmic contacts implanted into the
sample [64]. The authors acknowledge the fact that such a
geometry would inevitably lead to a conductance measurement
dominated by the bulk and space-charge layer. Therefore, their
measurements were not performed on a bulk Si wafer but on a
so-called silicon on insulator sample, which consists of a very
thin layer of silicon on a thick, insulating layer of silicon oxide.
The thin silicon layer is assumed to be free of mobile carriers.
It was, nevertheless, not possible to measure the clean surface
conductance in this set-up. Therefore a difference technique
was used in which the clean surface and an oxygen-covered
surface were compared. This led to a small but clear difference,
from which the data point in figure 8 was inferred as surface
conductivity of the clean surface. This approach is not entirely
without problems because it assumes that covering the surface
with oxygen merely quenches the surface states without any
other changes in the thin Si layer. If the surface conductivity is
indeed as low as determined by some of the other approaches,
it is conceivable that the observed differences are due to other
factors.

A surface conductivity of 10−6 �−1 was obtained by
Hasegawa et al using a single STM tip in contact with the
sample [77]. For a detailed discussion of their approach see the
previous section. While the influence of surface conductivity
on their type of measurements is not exactly clear, it appears
likely that there are other conductance channels in addition
to the surface state conductance and that the reported value
overestimates the true sheet conductivity.

The two remaining data points are the STM trench result
from Heike et al discussed in the previous section [78] and the
low temperature four-point probe result by Wells et al [70].
The data of the latter experiment have already been presented
in figure 9 and the surface sheet conductivity presented in
figure 8 can be directly read from the data points taken at the
lowest temperature, assuming that they are dominated by the
surface conductance. In the following we discuss why this
assumption is indeed justified.

As already mentioned, the space-charge layer with its
depth-dependent carrier concentration and conductivity calls
for a more complex picture than that of a 2D sheet of
conducting surface states on top of a isotropic 3D semi-infinite
bulk; i.e., (6) and (7) cannot be used for an interpretation
of data as shown in figure 9. Rigid attempts to take the

Ω

Figure 10. (a) Calculated four-point probe conductance for
Si(111)(7 × 7) from a finite-element model for the bulk only, the
bulk and space-charge (SC) layer combined and the bulk, SC layer
and surface combined. (b) The experimental results, measured using
a micro four-point probe taken from [70].

space charge layer into account were laid out by Yoo and
Weitering [64] and by Wells et al [70, 85]. The conductance in
the space-charge layer has to be calculated in several steps [64].
The first is the determination of the band bending near the
surface, as shown in figure 1. It depends entirely on the
(temperature-dependent) position of the bulk Fermi level and
the surface Fermi level pinning, which can be determined
precisely by photoemission from core levels [102]. From the
band bending, it is straightforward to determine the carrier
concentration as a function of depth and temperature. From
this, the depth and temperature-dependent conductivity can
be calculated if the value for the carrier mobility is known;
usually the bulk mobility is used. The expected sum of bulk
and space-charge conductance can then be calculated from a
finite-element solution of the Poisson equation [70, 85]. This
forms the basis for the interpretation of figure 9.

The result of such a calculation is shown in figure 10(a)
and compared to the data for the correspondingly doped
wafer in figure 10(b) [70]. The black line shows the
expected conductance for only the semi-infinite bulk, which
is terminated by flat bands without any space-charge layer.
Interestingly, the calculated four-point conductance increases
for lower temperatures in this case. This is somewhat counter-
intuitive for a semiconducting bulk, for which it is frequently
assumed that the number of bulk carriers increases strongly
with temperature. For a doped semiconductor, however, the
behaviour is not unusual. For the temperature interval of the
calculation, the carrier concentration in the bulk is essentially
constant since all the extrinsic carriers are excited across the
gap but almost none of the intrinsic carriers are. Therefore, the
temperature dependence of the bulk conductivity is dominated
by the carrier mobility, and thus the bulk conductivity exhibits
the same temperature dependence as that of a typical metal.

The dashed green line is the result of the finite-element
calculation for the bulk with the space-charge layer present.
At high temperature, there is good agreement between this
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model and the data in figure 10(b), which is merely re-stating
the fact that the measurements are bulk sensitive for these
parameters. The model also correctly reproduces the drop at
lower temperatures, which is due to a strong carrier depletion
in the space-charge layer. The transition between these two
regimes is somewhat steeper in the measurements than in the
model, and this is attributed to the simplifications made in
estimating the space-charge layer conductance.

At low temperatures, however, the agreement between the
model and the data is poor. Below 160 K or so, the measured
conductance is far higher than the expected value and this is
attributed to the conduction through electronic surface states,
which are not included in the model of the bulk and space-
charge layer. At around 100 K, the expected conductance
contribution of the bulk and space-charge layer is so small that
the measured value was assigned to conduction through the
surface layer only. When the measured surface conductance
is included in the finite-element model, the dashed blue curve
results, which agrees rather well with the experimental data in
figure 10(b).

This rather complex argument justifies the interpretation
of the low temperature conductance as caused by electronic
surface states only. The resulting value of the surface sheet
conductivity agrees very well with the room temperature STM
result by Heike et al. Given that some doubts exist on the
validity of the other data points in figure 8, it appears that the
surface state conductivity of Si(111)(7 × 7) does indeed have
such a low value. This would also explain the problems of
measuring it: first because a leak current of any sort would
give an artificially high value for the conductance; also, such
a high resistance typically gives rise to a large time constant,
thus there is a need to perform the measurements sufficiently
slowly, and finally because of the small currents required.

Coming back to the initial discussion of the electronic
structure of Si(111)(7 × 7), we can compare this measured
value with the minimum for 2D metallic sheet conductivity
according to the Ioffe–Regel criterion (which is 3.83 ×
10−5 �−1 [64]). According to this comparison, the surface
is clearly not in the metallic range. This finding appears
consistent with a recent temperature-dependent and surface-
sensitive NMR study of Si(111)(7 × 7), which suggests that
the surface is close to a Mott–Hubbard-type metal–insulator
transition [39]. It appears unlikely that the observed strong
electron–phonon coupling [37] is sufficient to explain the low
conductivity.

4.2. (
√

3 × √
3)Ag–Si(111)

Historically, the most important test system for direct surface
conductance measurements has arguably been the (

√
3 ×√

3)Ag–Si(111) structure. Many of the pioneering studies of
the field by the groups of Henzler and Hasegawa were carried
out on this surface. The most important advantage of (

√
3 ×√

3)Ag–Si(111) over Si(111)(7×7) is the much higher surface
sheet conductivity. There appears to be general agreement that,
given an appropriate doping level, the surface conductance can
be made higher than the conductance through the space-charge
layer and the bulk, at least at room temperature. This makes

the system an ideal test case for studying more subtle effects,
such as additional doping of the Ag layer or the effect of steps.

The geometric and electronic structures of (
√

3×√
3)Ag–

Si(111) have been studied extensively. The structure is formed
by exactly one monolayer (ML) of Ag atoms on Si(111),
i.e. one Ag atom per surface atom of the unreconstructed
surface. The geometric structure of the surface was long
believed to be the so-called honeycomb-chained triangle
(HCT) [103], but later the so-called inequivalent triangle
(IET) model was found to have a lower total energy [104],
and this was also confirmed experimentally [105, 106]. A
puzzling fact remained: that the room temperature empty
state STM images still resembled the more symmetric HCT
model [107] while the low temperature (62 and 6 K) images
were consistent with the IET model [108]. This apparent
contradiction is widely thought to be caused by thermal
fluctuations: at high temperature a rapid switching between
the two possible domains in the IET model can be expected
to generate averaged and HCT-like STM images while a
fast technique, such as photoemission, still observes the
characteristic features of the IET structure [109]. At low
temperature, the fluctuations are frozen in and therefore STM
shows a structure consistent with the IET model. However,
the dispute over the nature and driving force of this phase
transition is not settled. While many people favour the type of
order–disorder transition mentioned above, others believe the
transition to be of displacive character [106]. Very recently
STM results reported the observation of the IET structure
at room temperature, questioning the existence of the phase
transition altogether [110].

The electronic structure of (
√

3 × √
3)Ag–Si(111) near

the Fermi level is dominated by a free-electron-like surface
state. This state is very sensitive to surface preparation. For the
surface with exactly one monolayer Ag coverage, the bottom
of the surface state band is located at the Fermi level. The state
is thus unoccupied at zero temperature. At finite temperature it
is occupied by thermally excited electrons. Electron doping of
the surface, for example by a small excess Ag coverage, shifts
the surface Fermi energy upwards, such that the number of free
carriers on the surface is strongly enhanced [109, 63].

Characteristic features in the surface electronic structure
have been used to study the character (and existence) of the
aforementioned HCT–IET structure. From simple symmetry
arguments it can be concluded that the transition from the HCT
structure to the IET structure should lift the degeneracy of
surface states bands at the K̄ point of the surface Brillouin
zone. The bands in question are very close to each
other and no conclusion could be reached on whether a
lifting of the degeneracy between them can be observed or
not [111, 112, 105, 113]. Moreover, recent theoretical evidence
suggests that the splitting could be very small and therefore not
detectable [114].

For the present purpose of conductance measurements,
we can assume that the free-electron-like surface state is
dominating the observed conductance, even though, for exactly
one monolayer Ag coverage, the state is only thermally
occupied. The observed surface conductance should be
sensitive to contaminations, in particular excess Ag on the
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Figure 11. Two-dimensional sheet conductivity of
(
√

3 × √
3)Ag–Si(111) from different experiments. The results

from [115] and [75] represent the lowest and highest temperature of a
complete temperature series. The dashed lines connecting these
points are merely a guide to the eye, not the actual temperature
dependence, which is given in figure 12. The low temperature data
point from [75] could merely represent the bulk conductivity of the
wafer. The data from [115] were taken from figure 2(c) in that paper.
The data points for the almost step-free surface and for the stepped
surface of [116] was taken from figure 4 in that paper. The value for
a stepped surface from [93] was determined from the average of the
reported sheet conductivities in the direction parallel and
perpendicular to the step, an approach which is not strictly correct
but sufficiently good to obtain an order of magnitude estimate. The
value from [117] was taken from figure 3 in that paper. Black data
points correspond to microscopic four-point probe results, blue data
points to macroscopic four-point probes and red points to 4-STM. As
in figure 8, experimental conductance from the original papers was
converted into sheet conductivity when necessary according to (6).

surface. It is not clear if a surface phase transition is present,
but if it is, one might expect it to show up in the temperature-
dependent surface sheet conductivity.

Figure 11 shows the experimental results for the sheet
conductivity. As in the case of Si(111)(7 × 7), a figure like
this can only give an overview. The detailed temperature
dependence which has been reported by some groups for this
system [75, 115], is not included.

We first focus on the results obtained at room temperature.
On the whole, the data spread is much smaller than for
Si(111)(7 × 7). This is consistent with the generally agreed
picture for the two surfaces: Si(111)(7 × 7) may be metallic or
non-metallic but it is surely not expected to show a high surface
conductivity. We have argued above that the true conductivity
is very low indeed, and it is therefore not surprising that
conduction through other channels could be mistaken for
surface conductance. (

√
3 × √

3)Ag–Si(111), in contrast,
is expected to have a high surface conductivity, which is
relatively easy to measure. Qualitatively, this is confirmed
by the fact that it has been possible to measure the surface
conductance using macroscopic probes [118, 89, 119].

While much smaller than for Si(111)(7 × 7), the data
spread at room temperature is still considerable and needs to

be explained. Two possible sources of systematic error seem
to be relevant. The most important one is probably surface
imperfections such as monatomic steps, which are an almost
unavoidable part of semiconductor surfaces. Again, (

√
3 ×√

3)Ag–Si(111) is quite different from Si(111)(7 × 7) in this
respect. For the latter, steps appear to have only a small effect,
which is to increase the conductivity [85], whereas different
studies on (

√
3 × √

3)Ag–Si(111) have shown that steps lead
to a substantial decrease in conductivity [116, 93]. With
this in mind, it appears reasonable to identify the data points
at the top of the conductivity range as the intrinsic surface
sheet conductivity of (

√
3 × √

3)Ag–Si(111). This appears
to be confirmed by the data for which the step influence has
actually been controlled. In [116] virtually step-free regions
have been prepared by step-bunching and the position of the
four-point probe on such a region has been controlled by
electron microscopy. High conductivity is also observed for the
smallest four-point probe, with a pitch of only 500 nm [120].

Another possible source of systematic error is uninten-
tional electron doping into the surface state band because of
an excess dosage of Ag on the surface. It has been shown
by photoemission that even a small surplus coverage over the
one monolayer required to form the (

√
3 × √

3)Ag–Si(111)
can lead to a filling of the otherwise unoccupied surface state
band. One can expect this to be reflected in an increased sur-
face conductivity and this has indeed been observed in several
experiments [118, 117, 73, 87]. However, the effect is not es-
pecially big. In all works except the (low temperature) result
of Schad et al, the conductance change for going from 1 to
1.5 ML is less than a factor of two or so. Nakajima et al have
also shown that the conductance change induced can also be
time dependent [73]. The doping effect is reduced after a few
hundred seconds because Ag atoms coalesce into islands, but
only if the excess coverage exceeds a critical value (0.03 ML)
for the nucleation of such islands.

Summarizing the room temperature results, most exper-
iments agree on a sheet conductivity of the order of 5 ×
10−4 �−1–10−3 �−3. There is some evidence to suggest that
the higher values correspond to the perfect surface and a re-
duction in conductivity is observed in the case of steps being
present. Interestingly, the two data points reporting the low-
est sheet conductivity have been obtained by the 4-STM tech-
nique [93, 115]. It is rather puzzling that this should be so,
because 4-STM is the technique which should offer the best
control over the presence of steps on surfaces.

Unfortunately, the situation is much less clear for the low
temperature conductivity. Complete temperature-dependent
series have been reported by Wells et al [75] and Matsuda et al
[115]. Both the data sets and the interpretation of these works
are very different. The results are compared in figure 12.

As mentioned above, Matsuda et al find a very low value
for the room temperature conductivity of a monolayer film,
lower than any other value reported previously. Indeed, the
room temperature value for one monolayer of Ag is even lower
than that for 1.5 monolayers reported in the same paper, in
contrast to all previous findings for the coverage dependence
in this system [118, 117, 73, 87]. For a monolayer coverage,
a strong increase in conductivity is found as the temperature
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Figure 12. Temperature-dependent conductance for Ag-Si(111) from
(a) [75] (reproduced with permission. Copyright 2007 IOP
Publishing) and (b) [115] (reproduced with permission. Copyright
2007 by the American Physical Society). One ML corresponds to the
(
√

3 × √
3)Ag–Si(111) structure. The green line in (a) and the blue

line in (b) represent the expected conductivity for just the bulk and
the space-charge layer.

is lowered. This is interpreted in terms of electron–phonon
coupling. Interestingly, coverages different from exactly one
monolayer show a very different behaviour, with a sharp
transition to lower conductivity below 200 K (see figure 12).

In contrast to this, Wells et al find a high room temperature
conductivity and a sharp transition to a lower conductivity
at around 220 K. This transition was interpreted in terms of
the HCT to IET phase transition. A simulation of the space-
charge layer contribution to the measured conductance showed
that the measured value was higher than the space-charge
layer conductance for all temperatures investigated, which
led the authors to conclude that the measured conductance is
always related to surface states. Unfortunately, the calculated
space-charge layer conductance at low temperatures turned
out to be erroneously low [75]. A corrected calculation (as
shown in figure 12) showed that the lower conductance at
low temperature could indeed be due to the space-charge layer
only. This error does not, however, affect the conclusion that
the HCT to IET phase transition could be responsible for the
sudden drop in conductivity at ≈220 K.

When comparing the data of Matsuda et al [115] and Wells
et al [75], one notices that strong changes in the conductivity
below room temperature have been found in both works. Wells
et al report such a change for a complete monolayer whereas
Matsuda et al find it for coverages below and above one
monolayer, but not for exactly one monolayer. A possible
way to reconcile the experimental results to some degree is
therefore to assume an incorrect coverage in one of the works.
But this is not really sufficient to reach agreement and one
is forced to conclude that the temperature dependence of the
surface sheet conductivity is not understood at present.

Matsuda et al have interpreted the drop in conductivity
at low temperature for the off-monolayer coverage as
a localization phenomenon caused by random potential

modulations and defects, similar to localization in random
systems. This interpretation is quite different from that given
by Wells et al, who assign the transition to the HCT–IET
surface phase transition. Another possible explanation for
a steep drop in conductivity at low temperatures, which has
not been given by either group, is the thermal emptying of
the surface state band. For the ideal monolayer coverage of
Ag, the surface state band at the �̄ point is only thermally
occupied. At lower temperatures, the narrowing of the Fermi–
Dirac distribution will lead to a strong decrease in the number
of mobile carriers, which should be reflected in the surface
sheet conductivity.

We conclude the discussion of this system with another
look at the properties of the space-charge layer. As mentioned
above, the surface sheet conductivity of (

√
3×√

3)Ag–Si(111)
is rather high. In many situations the contribution of the space-
charge layer is insignificant but this depends on the doping
and the temperature and it can still be necessary to take the
space-charge layer into account, as shown in figure 12. In the
case of the wafer used by Matsuda et al [115] (n-doped 2–
15 � cm) the space-charge layer still contributes noticeably
to the room temperature conductance and this contribution has
been subtracted by Matsuda et al [115] in order to obtain the
data point reported in figure 11. For the wafer used by Wells
et al [75] (p-doped, 190 � cm), on the other hand, the expected
conductance of bulk and space-charge layer is insignificantly
small at room temperature and the measured conductance is
purely caused by the sheet conductivity of the surface states.

4.3. Other systems

The surface sheet conductivity of several other systems
has been studied with microscopic probes. In particular,
we draw attention to (5 × 2)Au-Si(111) [121, 122],
(
√

21 × √
21)(Ag, Au)-Si(111) [123], Au–Si(557) [124], Au–

Si(553) [125], the oxidation of Si surfaces [126], (
√

3 ×√
3)Pb–Si(111) [127–129], the order to disorder transition on

Si(001) [69], CoSi2 nanowires [95], carbon nanotubes [130]
and graphene [131, 132], which will not be discussed further
here. Other systems, which are discussed in more detail below,
are indium chains on Si(111) [133–135], Pb–Si(557) [90, 91],
and the surface conductivity of Bi(111) [86, 136].

In the following, we choose to discuss a few examples in
more detail. The first is the conductivity change due to a phase
transition in quasi-one-dimensional (1D) chain structures on
Si. For this we discuss two different systems, indium chains on
Si(111) and 1D structures formed by the adsorption of lead on
stepped Si surfaces. The transport properties of 1D structures
are of interest because of the increased correlation for low-
dimensional systems, the possibility of Peierls distortions,
charge density waves, Luttinger liquid behaviour and other
phenomena [43–46]. The second example is the surface sheet
conductivity of Bi(111), both as a single crystal and as thin
films on Si(111). Bismuth is a semimetal with a very low
density of states at the Fermi level and a high density of
metallic surface states. Therefore, it represents an important
test case as to whether surface conductance can be observed
for (poor) metals.

Quasi-1D zigzag chain structures are formed when indium
is adsorbed on Si(111) [137]. This structure was found to
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Figure 13. Conductance change associated with a surface phase
transition. (a) In–Si(111) for both n- and p-doped substrates. Only
the n-doped case permits surface-sensitive measurements and clearly
shows a strong resistance change around 130 K (reproduced with
permission from [135]. Copyright 2004 by the American Physical
Society). (b) Anisotropic conductance change for Pb on Si(557)
(reproduced with permission from [91]. Copyright 2007 Elsevier).
Note that the switching for the two systems occurs in the opposite
sense, i.e. the low temperature structure is more conductive for Pb on
Si(557) and less conductive for In on Si(111).

undergo a metal–insulator phase transition when cooled below
≈130 K [138]. The detailed nature of the phase transition is
still discussed, but a Peierls-type distortion appears to play a
major role [138–146]. The four-point probe resistance of In–
Si(111) is shown in figure 13(a). The temperature-dependent
resistance was measured for the same structure prepared on p-
and n-doped wafers [135]. In the p-doped case the resistance
is much lower than in the n-doped case, and it was argued that
this is because the space-charge layer dominates the transport.
For the n-doped case the overall resistance is higher and a steep
increase in the resistance was observed as the sample is cooled
below ≈130 K. This was interpreted in terms of a surface sheet
conductivity change.

The room temperature structure of In–Si(111) has a (4×1)

periodicity. As the temperature is lowered, this is observed
to turn into a (4 × ‘2’) phase, with a periodicity doubling
which is associated with the onset of the Peierls-type transition.

However, this transition does not appear to affect the measured
surface resistivity. This was ascribed to fluctuations in the
Peierls phase which would still allow for conduction. A strong
increase of the resistivity is observed at a second transition
from (4 × ‘2’) to (8 × ‘2’) in which the reconstruction of
neighbouring chains locks into phase.

This behaviour of a higher resistivity in the low
temperature phase is certainly what is expected for a Peierls
or charge density wave transition, even though the findings
suggest that it is the 2D ordering, not the 1D ordering, which
eventually gives rise to the conductivity change. It is intriguing
that the opposite conductivity change is found for a seemingly
similar system, Pb chains on Si(557).

Stepped Si surfaces such as Si(557) or Si(553) are
excellent templates for growing highly periodic, one-
dimensional structures by adsorbing metal atoms [42]. Pb
on Si(557) is such a system, which can be prepared to give
Pb chains with a regular inter-chain distance [90, 147, 91].
The temperature-dependent surface sheet conductivity of Pb
on Si(557) was studied by Tegenkamp et al using four
macroscopic contacts prepared on the surface of the sample.
The probe geometry was designed such that the conductivity
parallel and perpendicular to the chain direction could be
measured. It was argued that the measured conductance was
essentially due to the surface when the structure was prepared
on a nominally undoped bulk [90, 91]. The measurements
presented below confirm this inference. The reason for this
is that Pb pins the surface Fermi level close to mid-gap, the
band bending close to the surface is thus negligible and pure
bulk behaviour would be expected in the absence of surface
state conductivity. The measured conductance, however, was
found to be considerably higher than the value expected for the
semi-infinite bulk.

Figure 13(b) shows the result of the measurements. At
high temperature (above 78 K) the surface conductivity is
almost isotropic and it is consistent with a semiconducting
electronic structure (i.e. dσ/dT > 0). Below 78 K
the conductivity is highly anisotropic with a high, metallic
(i.e. dσ/dT < 0) conductivity along the Pb chains and
negligible surface conductivity perpendicular to the chains. As
mentioned above, the conductivity change along the chains
happens in the opposite direction as for In–Si(111) and as
expected for a Peierls distortion in a 1D system.

The origin for this intriguing behaviour was recently
discovered by angle-resolved photoemission [148]. The key
to understanding the transition is, again, that the electronic
structure is, in fact, not quasi-1D but truly 2D and that
the arrangement of regular metallic chains below 78 K is
related to the nesting of the 2D Fermi surface in the direction
perpendicular to the chains.

The results of Tegenkamp et al also hold an interesting
technical message. As we have seen earlier, the presence of the
space-charge layer can be a major problem for surface transport
measurements on semiconductors. The absolute number of
carriers in the space-charge layer can be much higher than
in the surface states and it depends on many parameters in a
complex way. Ignoring the space-charge layer has been the
origin of many incorrect results, even with microscopic four-
point probes. The present case, on the other hand, illustrates
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the advantages of a system for which the space-charge layer
can be truly ignored. Most importantly, it is possible to use a
macroscopic probe. The temperature can be varied over a wide
range and essentially noise-free data are obtained.

It should also be noted that the results of figure 13(b)
justify the assumption of a negligible bulk conductance
because the phase transition is so remarkably sharp in
temperature. We have seen in figure 9 that the mere
switching from surface to bulk conduction could be mistaken
for a phase transition, and several results which have been
interpreted in terms of surface conductivity changes happen
over a relatively large temperature interval and could possibly
be misinterpretations, at least when the space-charge layer
conductance is not carefully treated. Here, on the other hand,
the transition is much too sharp to be related to a space-charge
layer effect.

As a final example, we address the issue of measuring
surface conductance on a (semi-) metal surface. When
estimating the contact separation of a four-point probe which
is needed to achieve surface sensitivity on a metal surface
using (6) and (7), this appears to be an impossible task.
The discussion here also falls short from addressing a highly
conductive metal and rather focuses on the semimetal bismuth.

Bi has a very low density of states at the Fermi level, about
five orders of magnitude lower than that of a typical metal
such as copper [149]. This is to some degree compensated
by the small effective mass of the carriers, resulting in a
room temperature conductivity which is only two orders of
magnitude smaller than that of a good conductor [150].

Another consequence of the small effective mass of the
carriers combined with the small Fermi energy is a very long
effective de Broglie wavelength and a high mobility. This leads
to pronounced quantum size effects in thin Bi films [151].
Soon after the discovery of this phenomenon, it was argued
that the overlap of valence and conduction bands should vanish
altogether for films with a thickness of less than approximately
20–30 nm [152, 153], and the semimetal should hence turn into
a semiconductor. More than 30 years after this prediction and
after considerable experimental and theoretical effort (see for
example [154–159] and references therein), it remains unclear
if this transition takes place or not.

An important obstacle for observing the transition would
be a surface state induced, metallic sheet conductivity
which could inhibit the observation of a semiconducting
film [154, 155, 157]. It was indeed found that many
low-index surfaces of Bi studied are good two-dimensional
metals [13, 12, 14, 160] (for a review see [15]), in the sense of
supporting metallic surface states which increase the density of
states at the Fermi level. The existence of the states was shown
to be related to the symmetry breaking at the surface combined
with the strong spin–orbit interaction in Bi [161, 162]. Ultra-
thin, high quality films of epitaxial Bi(111) were found to
have the same surface electronic structure as the bulk crystal,
confirming the notion that they should play a role in the
transport properties of the films [123, 163]3. Given the possible

3 Note that the previous reference uses a different notation for the orientation
of the Bi film. What we refer to as Bi(111), using the rhombohedral crystal
system, is referred to as Bi(001) by them, using a hexagonal description with
one of the four indices omitted.

Figure 14. (a) Measured four-point resistance of a single crystal of
Bi(111), corrected to incorporate the surface sensitivity (χ2D R4pp

comb)
and plotted against the relative (bulk) sensitivity seff/χ2D (reproduced
with permission from [86]. Copyright 2008 American Institute of
Physics, which should also be considered for the definition of
χ2D Rcomb and seff/χ2D, which are closely related to the genuine
four-point probe resistance and the contact spacing, respectively).
The solid line indicates the expected behaviour for a bulk dominated
measurement and the black dashed lines indicate the expected
behaviour for the combined bulk and surface terms (using surface
resistivities of 0.1, 1 and 10 �). (b) Sheet conductivity as a function
of thickness (in bilayers) for a thin film of Bi(111) grown on Si(111).
The solid line shows a parabolic fit for a thickness between 6 and 25
bilayers (reproduced with permission from [136]. Copyright 2007,
American Institute of Physics).

importance of the metallic surface states for the conductivity
of thin films, it would be interesting to know the sheet
conductivity caused by them.

Wells et al have tried to determine the sheet conductivity
of the surface states on the (111) surface of a bismuth single
crystal using a 12-point probe such that different contact
spacings could be used [86]. The advantage of this approach
is that the conductivity of the underlying bulk is well known,
even though surface scattering might play a role. Their result
is given in figure 14(a). Essentially, it shows the measured
four-point probe resistance as a function of contact spacing
together with calculations for the pure bulk behaviour as well
as the behaviour for the bulk plus a surface with a certain
sheet resistance. The measured data fit well with the bulk
behaviour, and surfaces with low sheet resistance (0.1 or 1 �)
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can definitely be excluded. A higher surface sheet resistance
of 10 � or more would, however, be consistent with the data.

The measurements in figure 14(a) were not only taken
using all of the possible equi-distant four-point configurations
of a 12-point probe but also employing more exotic
configurations, such as non-equidistant spacings or not using
the outer probes as current sources. In this way, it can be
shown that the surface or bulk sensitivity can be increased
over a configuration with an equi-distant spacing of the same
order of magnitude. The quantities which are displayed in
figure 14(a) are therefore not strictly the resistance and the
probe spacing. Instead, they have been defined such that all
possible probe configurations can be displayed and compared
to each other [86]. In this way, it was possible to vary the ratio
of surface to bulk sensitivity over three orders of magnitude.

Hirahara et al used a different approach to establish the
surface sheet conductivity of Bi(111). They have measured
the conductance of an ultra-thin film of Bi(111) grown on
Si(111) as a function of film thickness [136]. Their result is
shown in figure 14(b), giving the inferred sheet conductivity
as a function of film thickness measured in bismuth bilayers
(BL). The very low thickness regime of the graph (marked
I–III) should be ignored for the present purpose because the
film structure is different and the surface is not (111) [164].
For higher coverages the sheet conductivity can be described
by a parabolic fit. It was argued that this type of increase
would be expected for a film for which both the carrier density
and the mobility are proportional to the thickness [136] and
extrapolating the curve to zero thickness would give the surface
sheet conductivity. This approach could be criticized by
arguing that the assumption for a linearly increasing carrier
concentration is certainly not valid for thin bismuth films,
given the pronounced quantum size effects. However, one also
notices that the result does not at all depend on this. Merely
assuming some smooth behaviour and extrapolating the curve
to zero coverage would produce a similar result for the surface
state sheet conductivity.

The resulting value of the sheet conductivity is 1.5 ×
10−3 �−1, which is consistent with the lower limit for the sheet
resistance obtained by Wells et al [86]. Note, however, that
the surface sensitivity of Wells et al has not been sufficient
to firmly establish a value surface sheet conductivity on bulk
bismuth, even though the smallest probe spacing used in their
work had a contact distance of only 500 nm. Even for bismuth,
which is a relatively poor metal with a rather conductive
surface, surface sensitivity could not be achieved on a bulk
crystal.

5. Conclusions and outlook

Surface-sensitive conductance measurements are a relatively
new and rapidly developing field. In this review, we have tried
to illustrate the state of the art using a few examples, mainly
focusing on the use of microscopic four-point probes but also
discussing alternative approaches, some of which are still very
much in the stage of development.

Using microscopic four-point probes, it is now possible
to measure genuine surface sheet conductivity on many

semiconductor surfaces. The bulk and the space-charge layer
can give rise to serious difficulties because their conductance
can be much higher than that of the clean surface. If
the surface Fermi level and the bulk properties are known,
however, it is always possible to calculate the space-charge
layer contribution to the measured conductance. Surface-
sensitive measurements on metal surfaces are not currently
possible and it is hard to see that this situation can be improved
upon in the very near future.

On the technical side, a trend to ever smaller probes
can be foreseen because of the increased surface sensitivity
and because of the possibility to measure the conductance of
genuine nanostructures deposited or fabricated on a surface.
For the latter, the combination of conductance measurements
with a microscopic technique (STM or electron microscopy)
is highly desirable. Other possible developments include non-
contact techniques or conductance measurements using only
one probe on a microscopic scale (such as one STM tip) while
supplying the current macroscopically.

The few examples of scientific results given in this
review represent the state of the field but fall short of the
exploring the many possibly interesting systems mentioned
in the introduction. Given the rapid technical improvements,
more results for quantum size effects, adsorbates on surfaces,
metal–insulator transitions etc can be expected for the near
future.
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